
ScopeScope
This project may be instantiated as a Master's project or thesis. Prior knowledge in Reinforcement Learning and Deep Learning is
recommended.

Problem settingProblem setting
One of the most severe and fundamental issues arising in Reinforcement Learning (RL) from offline datasets with non-linear
function approximation is the problem of value-overestimation [1]. In contrast to online learning methods, which can alleviate this
issue by broader sampling around the assumed maximum, offline methods have no access to the underlying mechanism
performing exploration. Current Offline Reinforcement Learning methods are therefore commonly based on the assumption that
out-of-distribution actions (and states, for that matter) yield a worse return than the coverage of the dataset. [2] Optimization is
hence only performed within the scope of the data. This "conservatism" on the flip side may introduce another form of bias,
namely that the collected data is somewhat optimal (or at least covers enough information to infer an optimal policy). Depending
on the quality of the dataset, this assumption can lead to unsatisfying performance.

HypothesisHypothesis
Most model-based RL methods approximate the dynamics of a given MDP only over one or few consecutive timesteps. In many
cases, this simplifies dynamics estimation in that the considered horizon is commonly shorter than the full temporal horizon of a
task [2]. In addition, the aspects covered by a learned dynamics model commonly differ (at least to some extent) from the long-
term value function. We therefore assume that, in some or hopefully many cases, the generalization capabilities of dynamics
model and value-function are different. And we further assume that this can be exploited in the offline setting.

Proposed MethodProposed Method
If we can derive uncertainties in value- and dynamics estimation, similar to [3,4,5], we can trigger exploratory rollouts within the
learned model and limit the horizon proportionally to the balanced uncertainties. This then extends the dataset provided in an
offline setting in order to reduce the degree of required conservatism.

RoadmapRoadmap
1. Proof-of-Concept with the true model. Train a value-function on an offline dataset. Implement model-based rollouts on

the true model and show that performance increases as a sanity check. Then infer an uncertainty-measure from the
value-function and perform truncated rollouts. Again, verify that we can get an increase in performance.

2. Train value-function and dynamics model independently on a given task and evaluate uncertainties on the state and
action spaces. Verify that there are areas apart the dataset where the uncertainties differ.

3. Balance uncertainties in model and value-function and use that to perform truncated rollouts. Evaluate on a range of
continuous control tasks.
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